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modality, which was manifested as a greater sensitivity for 
video compared with sentence stimuli. Together, this pat-
tern of results demonstrates both supramodal and modality-
sensitive representations of action categories in the human 
brain, a finding with implications for how we understand 
other people’s actions from video and written sources.
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Introduction

Comprehension of other people’s actions provides a basic 
input for social learning. For example, one could learn that 
in some cultures, locusts are considered edible by either 
watching a documentary or reading an article about eat-
ing locusts. As such, written words and video can convey 
the same socially relevant information. Recently, there has 
been an increased interest in studying the neural processes 
underpinning visual and linguistic action comprehension 
(Aziz-Zadeh and Damasio 2008). Here, we used fMRI to 
identify brain regions that responded to specific categories 
of actions, such as eating or cleaning, independent of the 
input modality through which the actions were perceived 
(video or written words).

Previous human neuroimaging studies have demon-
strated that similar brain systems process aspects of con-
ceptual knowledge independent of perceptual modality. For 
example, object features, such as colour, form and motion, 
are processed by similar parts of visual cortex, independ-
ent of whether the stimuli are written words, spoken words 
or pictures (Martin 2007). Reading words or seeing pic-
tures related to food engages brain regions associated with 
reward, taste and pleasure, such as prefrontal cortex and 

Abstract S eeing Suzie bite an apple or reading the sen-
tence ‘Suzie munched the apple’ both convey a similar 
idea. But is there a common neural basis for action com-
prehension when generated through video or text? The cur-
rent study used functional magnetic resonance imaging to 
address this question. Participants observed videos or read 
sentences that described two categories of actions: eating 
and cleaning. A conjunction analysis of video and sentence 
stimuli revealed that cleaning actions (compared to eating 
actions) showed a greater response in dorsal frontoparietal 
regions, as well as within the medial fusiform gyrus. These 
findings reveal supramodal representations of perceived 
actions in the human brain, which are specific to action cat-
egories and independent of input modality (video or writ-
ten words). In addition, some brain regions associated with 
cleaning and eating actions showed an interaction with 
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ventral striatum (Killgore et al. 2003; Simmons et al. 2005; 
Goldberg et  al. 2006a, b; Barrós-Loscertales et  al. 2011). 
Similarly, the comprehension of sentences has been shown 
to rely on frontal and temporal cortical regions, inde-
pendent of visual or auditory input modality (Braze et  al. 
2011). Together, these findings suggest that some aspects 
of knowledge are represented in a supramodal manner and 
can be accessed through multiple modes of input.

In a similar vein, neuroimaging studies provide evidence 
suggesting that actions can be represented independent of 
input modality. Specifically, the representation of action 
has been shown to be organised in a somatotopic manner 
for observed actions (Buccino et  al. 2001), action words 
(Hauk et  al. 2004) and sentences that describe actions 
(Aziz-Zadeh et al. 2006; Buccino et al. 2005). For example,  
Aziz-Zadeh et  al. (2006) showed participant’s videos of 
actions performed with the hand, foot or mouth, as well as  
sentences describing similar actions. The blood oxygen 
level-dependent (BOLD) responses for video and sentence  
stimuli demonstrated overlap in an effector-specific manner, 
which suggested that the effector used to perform actions 
is represented in an input modality-independent manner. In 
addition, inferior frontal and parietal brain areas have been 
shown to respond to both video and sentences describing 
hands’ actions (Baumgaertner et  al. 2007). These previ-
ous action perception studies have focussed on a kinematic 
representation of action, which is tied to the limb used to 
perform that action. In addition, region of interest analyses 
have focussed on sensorimotor brain regions and the puta-
tive human mirror neuron system (MNS), which includes 
inferior frontal and parietal cortices (Hauk et  al. 2004; 
Aziz-Zadeh et al. 2006). However, when action comprehen-
sion is situated in more realistic social contexts, many more 
action features can be informative to understanding another 
person’s behaviour, such as the type of object acted upon 
and what the agent intends to achieve. As such, supramodal 
responses may extend beyond the human MNS (Peelen 
et al. 2010; Spunt and Lieberman 2012). Additionally, not 
all processes engaged during action comprehension may be 
supramodal; some brain regions may show a preference for 
the mode of input (Spunt and Lieberman 2012). To date, 
however, interactions between input modality and action 
features have been underexplored.

Here, we tested whether actions from different cat-
egories are represented independently from the modality 
through which they are perceived as well as which brain 
regions show a preference for the mode of input through 
which action information is gained. We deliberately chose 
to contrast two action categories that varied across a num-
ber of characteristics, in order to increase differences 
between them and make the categories as distinct as pos-
sible. Thus, we defined two broad action categories: eating 
and cleaning. Actions differed in terms of the direction of 

motion (toward vs. away from one’s body), object (food vs. 
non-food), goal/intention (eat vs. clean), reward (gustatory 
reward vs. no reward) and body parts (hand and mouth vs. 
hand). Videos and sentences describing eating and clean-
ing actions were shown to participants (Fig.  1a), and we 
directly compared BOLD responses to actions from these 
different categories (Fig. 1b).

Two predictions can be distinguished. Brain regions 
responding in a category-specific manner to both video 
and sentence stimuli, as revealed in a conjunction analysis, 
would support a supramodal representation of action cate-
gory information. In other words, these brain regions would 
show the same preference for action category independ-
ent of the input modality through which this information 
is perceived. We hypothesise that supramodal responses 
may be observed in a circuit of brain regions encompass-
ing frontal, parietal and temporal brain regions, which 
have been collectively termed the action observation net-
work (Cross et al. 2009) and have previously been shown 
to respond to video and sentence depictions of actions (e.g. 
Aziz-Zadeh et  al. 2006). In contrast, statistical interac-
tions between action category (eat vs. clean) and modal-
ity (video vs. sentence) would support modality-sensitive 
action category representations; action category sensitivity 
would differ between video and sentence stimuli (Fig. 1b). 
Brain regions showing an interaction might be specifically 
tuned to a particular input modality and thus demonstrate a 
greater sensitivity to action category information received 
through video than written words and vice versa. For exam-
ple, inferior frontal and middle temporal cortices could be 
more sensitive to reading written words than video as these 
regions are consistently engaged when reading sentences 
(Vigneau et  al. 2006, 2011). In contrast, brain regions in 
occipitotemporal cortex could show greater sensitivity for 
video than sentence stimuli as these regions are engaged 
during the perception of human form and motion (Hein 
and Knight 2008; Downing and Peelen 2011). Thus, our 
study will allow us to localise brain systems that demon-
strate supramodal as well as modality-sensitive responses 
to action categories.

Materials and methods

Twenty-four participants gave informed consent to take part 
in the study in accordance with the local ethics commit-
tee at the Sir Peter Mansfield Magnetic Resonance Imag-
ing Centre, University of Nottingham. One participant was 
removed from further analysis due to excessive head move-
ment. The final sample of 23 comprised 13 females (mean 
age = 21.6). During fMRI scanning, participants observed 
silent videos of a female actor performing simple object-
directed actions or read sentences describing similar action 
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scenarios. The actions were from two categories: eating 
and cleaning. For video stimuli, the actor performed 12 
actions, 6 involving eating/drinking (e.g. eating an apple) 
and 6 involving cleaning/tidying (e.g. wiping a table). Two 
exemplars of each action were filmed, which had different 
low-level stimulus features without changing the meaning 
of the observed action. To do so, movies were filmed from 
two perspectives (45° from straight), and each perspective 
used a different exemplar of the same object. For exam-
ple, one ‘eat apple’ movie involved eating a green apple 
from a left perspective, whereas a second ‘eat apple’ movie 
involved eating a red apple from a right perspective (Sup-
plementary Table S1). This produced 24 movies in total, 
each of which was 2  s long and 640 pixels wide by 480 
pixels high. Sentences described the same 12 action scenar-
ios. For the sentences, two exemplars were generated that 
varied the verb while keeping the same general meaning of 
the sentence. Verbs were matched for frequency and imaga-
bility using the MRC Psycholinguisitc Database 2.0 (http:// 
www.psych.rl.ac.uk/MRC_Psych_Db.html). Examples of 
sentences in the eating condition include ‘she munched the 

apple’ and ‘she gnawed the apple’, whereas cleaning exam-
ples include ‘she wiped the surface’ and ‘she dusted the 
surface’ (Supplementary Table S1). All stimuli were pre-
sented with Cogent running under Matlab 6.5.

Three functional runs were performed, each containing  
6 sets of 17 trials (102 trials per functional run). Randomi-
sation of stimuli was carried out at two levels: at the set 
level (choice of action categories) and at the exemplar level 
(choice of the individual stimulus). One set of actions com-
prises one cleaning action plus one eating action (i.e. two 
rows from Supplementary Table S1). Within one functional 
run, sets were alternated. For example, in one functional 
run, odd sets may involve apple eating and ball tossing 
stimuli, whereas even sets may involve beer drinking and 
block stacking stimuli (see Fig.  1c). In subsequent func-
tional runs, different sets of eating and cleaning action 
stimuli were used such that across the three runs, partici-
pants experienced all 12 action categories (for a complete 
list of categories used, see Supplementary Table S1). The 
order of the action sets was randomised across runs and 
across participants.

Fig. 1   Experimental design and contrasts. a Participants observed 
videos of an actor performing simple object-directed actions or read 
sentences describing similar action scenarios. The actions were from 
two categories: eating and cleaning. Thus, stimuli filled a 2 (action 
category: eat and clean) ×  2 (modality: video and sentence) facto-
rial design. b The simple effects of video (1) and sentence stimuli 
(2) were first calculated separately. Subsequently, through conjunc-
tion analyses, we tested for supramodal representations of action 
category, that is, brain regions that show the same preference for 
contrasts 1 and 2. Furthermore, through statistical interactions, we 
tested for modality-sensitive representations of action category, 
that is, brain regions that show different responses for contrasts 
1 and 2. c Functional runs contained 6 sequences of 17 trials with 

sequences alternating between two different pairs of eating and 
cleaning actions. For example, in one functional run, odd sequences 
may involve apple eating and ball tossing stimuli, whereas even 
sequences may involve beer drinking and block stacking stimuli. 
In subsequent functional runs, different pairs of eating and clean-
ing action stimuli were used such that across the three runs, partici-
pants experienced all 12 action stimuli (see Supplementary Table 
S1). While the same pairs of actions were used across participants, 
the order that these pairs of stimuli were presented was randomised. 
Within each sequence, two video exemplars and two sentence exem-
plars of the eating and cleaning actions were shown in a pseudor-
andom order with the constraint that the identical trial was never 
shown twice in a row

http://www.psych.rl.ac.uk/MRC_Psych_Db.html
http://www.psych.rl.ac.uk/MRC_Psych_Db.html
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The second level of randomisation concerns the pres-
entation of the exemplars within each set. There are 8 
exemplars to choose from (2 eating videos, 2 eating text, 
2 cleaning videos and 2 cleaning text), and these were 
shown in a pseudorandom order with the constraint that 
the same exemplar was not shown in succession. The 
number of times each exemplar was shown varied slightly 
across sequences and participants, with an average of 76.5 
(SD = 6.65, minimum 57) trials contributing to each exper-
imental condition in the analysis. This unusual randomisa-
tion enabled an alternative data analysis, which is not pre-
sented here. For the present analysis, two critical conditions 
are met: trials in our contrasts of interest can be analysed 
independently and without order effects, and the number of 
trials that contributed to each of our four experimental con-
ditions was sufficient to perform our analyses.

Stimuli were presented for 2 s and separated by a blank 
screen (1 s). There was no jittering of trials, but the full ran-
domisation of stimulus order still allows us to separate out 
the BOLD response to each item in our design. Following 
each sequence, participants answered a question about the 
content of the last trial and were then able to rest (10  s). 
The content of questions could not be predicted, and these 
were included to maintain alertness. Six questions were 
used in total, which required a yes/no response (e.g. Did 
she eat or drink? Did she move the object away from her? 
Did she like the object?). Responses were made using an 
index finger key press on one of the two button boxes; left 
finger responses corresponded to ‘yes’ and right finger 
responses to ‘no’.

Scanning was performed in a 3T Phillips Achieva scan-
ner using an 8 channel-phased array head coil with 38 
slices per TR (3 mm thickness); TR: 2,500 ms; TE: 40 ms; 
flip angle: 80°; FOV: 24 cm, matrix: 80 × 80. One hundred 
and fifty-five brain images were stored on each functional 
run. Data were realigned, unwarped, corrected for slice 
timing, normalised to the MNI template with a resolution 
of 3 ×  3 ×  3  mm and spatially smoothed (8  mm) using 
SPM8 software. A design matrix was fitted for each partici-
pant with regressors for each of the five stimulus types (EV, 
ES, CV, CS and Question; E = Eat, C = Clean, V = Video, 
S = Sentence). Each trial was modelled as a boxcar with 
the duration of that movie convolved with the standard 
hemodynamic response function.

Stimuli filled a 2 (action category: eat and clean)  ×  2 
(modality: video and sentence) factorial design (Fig.  1a). 
First, we examined four simple effects within the factorial 
design separately. This involved two action category con-
trasts for video stimuli (EV > CV and CV > EV) and two for 
sentence stimuli (ES > CS and CS > ES) (Fig. 1b). Contrast 
images for all participants were taken to the second level for 
random effects analysis. Correction for multiple compari-
sons was performed at the cluster level (Friston et al. 1994), 

using a voxel-level threshold of p  <  0.005 and 10 vox-
els and a family-wise error (FWE) cluster-level correction 
of p < 0.05. For each contrast, brain regions surviving the 
voxel-level threshold (p < 0.005 and 10 voxels) are reported 
in tables with regions surviving the FWE cluster correction 
highlighted in bold font. In Figs. 2 and 3, results are illus-
trated on a template brain, with plots showing parameter 
estimates (SPM betas) for each condition of interest within 
our design matrix. Brain regions were localised using a 
human brain atlas (Duvernoy 1999) in combination with an 
online search tool (http://sumsdb.wustl.edu/sums/) and the 
SPM Anatomy toolbox (Eickhoff et al. 2005).

Subsequently, we tested for supramodal representa-
tions of action category, that is, brain regions that show 
the same preference for action category independent of the 
input modality through which they were perceived. To do 
so, two conjunction analyses of video and sentence stimuli 
were performed: (1) Clean > Eat [(CV > EV) ∩ (CS > ES)] 
and (2) Eat > Clean [(EV > CV) ∩ (ES > CS)]. Conjunc-
tion analyses were performed by visualising independent 
contrasts on the same brain template using our voxel-level 
threshold, p < 0.005 and 10 voxels. If a cluster shows vis-
ible overlap between independent contrasts, then the voxels 
showing overlap have the same pattern in all contrasts at 
the designated threshold. Thus, each conjunction involved 
two statistically independent contrasts. This conjunction 
method requires that both comparisons in the conjunc-
tion are individually significant (Nichols et  al. 2005), and 
means that brain regions identified in the conjunction show 
the same pattern of response to category information for 
both video and sentence stimuli. For example, brain regions 
emerging from the first conjunction analysis would demon-
strate stronger responses to cleaning actions compared with 
eating actions for both video and sentence stimuli. Like-
wise, brain regions emerging from the second conjunction 
analysis would demonstrate stronger responses to eating 
actions compared with cleaning actions for both video and 
sentence stimuli.

In addition to the conjunction analyses, we also tested 
for brain regions that were sensitive to the modality of 
presentation. We accomplished this by calculating statisti-
cal interactions between action category (eat vs. clean) and 
modality (video vs. sentence). Brain regions showing a sig-
nificant interaction between action category and modality 
would suggest that action category preference is different 
between video and sentence stimuli or is at least modulated 
by modality. The first interaction tested the relative acti-
vation of Clean X Video [(CV  >  EV)  >  (CS  >  ES)]. The 
second interaction tested the relative activation of Eat X 
Video [(EV  > C V)  >  (ES  > CS )]. Brain regions showing 
the first interaction would demonstrate a greater sensitiv-
ity to Clean  >  Eat actions when perceived through video 
compared with a sentence. Brain regions showing the 

http://sumsdb.wustl.edu/sums/
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second interaction would demonstrate a greater sensitivity 
to Eat > Clean actions when perceived through video com-
pared with a sentence. Such patterns of BOLD response 
would suggest that action category information is not 
entirely supramodal or amodal, but rather the representa-
tion of action categories is dependent, in part, on the per-
ceptual mode of input.

Results

Simple effects and conjunctions

We first consider brain regions more sensitive to clean-
ing than eating actions. A number of brain regions showed 
the simple effect of cleaning within the video modality 
(CV > EV), including dorsal premotor cortex (PMd), pos-
terior intraparietal sulcus (pIPS), fusiform gyrus, lateral 
occipitotemporal cortex (OT) and thalamus (Table  1). A 
similar set of brain regions showed the simple effect within 
the sentence modality (CS  >  ES), including PMd, pIPS, 
fusiform gyrus and lateral OT (Table 1). In addition, several 

other brain regions were also sensitive to CS > ES, includ-
ing left middle frontal gyrus, dorsomedial prefrontal cortex, 
inferior frontal gyrus and inferior parietal lobule. The con-
junction analysis of Clean  >  Eat for both video and sen-
tence stimuli identified this pattern in bilateral pIPS and 
bilateral medial fusiform gyrus, as well as left PMd and left 
lateral OT (Table 1; Fig. 2).

Second, we consider brain regions more sensitive to 
eating than cleaning actions. A number of brain regions 
showed the simple effect of eating within the video modal-
ity (EV > CV), including prefrontal and cingulate cortices 
as well as midbrain and occipital regions (Table  2). No 
brain regions showed the simple effect within the sen-
tence modality (ES  > CS ). The conjunction analysis of 
Eat  > C lean for both video and sentence stimuli was not 
possible because the sentence contrast did not produce any 
suprathreshold clusters.

Interaction analyses

Statistical interactions between action category (eat vs. clean) 
and modality (video vs. sentence) were calculated. The 

Fig. 2   Brain regions showing the conjunction of video and sentence 
stimuli. Significantly greater activity was seen for cleaning actions 
compared with eating actions for video (black bars) and sentence 
stimuli (grey bars) in posterior intraparietal sulcus, medial fusiform 
gyrus, dorsal premotor cortex, inferior occipitotemporal cortex and 

anterior fusiform gyrus. Responses to video stimuli are displayed in 
green, sentence in red and overlap in yellow (whole-brain threshold: 
p < 0.005, K = 10). Parameter estimates (SPM betas) are plotted for 
each region (note: left hemisphere responses are plotted when activity 
is bilateral)
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first analysis, which tested the interaction of Clean X Video 
[(CV > EV) > (CT > ET)], revealed activity in OT, fusiform 
gyrus, pIPS and pSTS (Table 3). This demonstrates that the 
difference in BOLD response between cleaning and eating 
actions is greater for video stimuli than for sentence stimuli in 
these brain areas (Fig. 3a). Each of these brain regions over-
lapped with the simple effect of CV > EV (Fig. 3a; yellow). 
This means that the interaction (Clean X Video) is driven 
by the significant simple effect of CV  >  EV. Furthermore, 

pIPS and medial fusiform gyrus showed a three-way over-
lap, which included the simple effect of Clean  >  Eat for 
video (CV > EV), the simple effect of Clean > Eat for sen-
tences (CT > ET) and the interaction between Clean X Video. 
This means that pIPS and medial fusiform gyrus respond to 
Clean > Eat for both video and sentence modalities, but that 
this selectivity is stronger for video stimuli. The parameter 
estimates (SPM betas) for pIPS and medial fusiform gyrus 
illustrate this pattern of results (Fig. 3a).

Fig. 3   Brain regions showing statistical interactions between action 
category (eat and clean) and modality (video and sentence). a The 
first interaction tested the relative activation of Clean X Video 
[(CV > EV) >  (CS > ES)] and revealed activity in occipitotemporal 
cortex, fusiform gyrus, posterior intraparietal sulcus (pIPS) and pos-
terior superior temporal sulcus. Each of these brain regions over-
lapped with the simple effect of CV > EV (yellow), which suggests 
that the first interaction is driven by the significant simple effect of 
CV > EV. This pattern of results is illustrated by the parameter esti-
mates (SPM betas): the difference between cleaning and eating 
actions is greater for video stimuli (black bars) than for sentence 
stimuli (grey bars). In addition, two of these regions, pIPS and medial 
fusiform gyrus, also overlapped with the simple effect of CT  >  ET 
(white). This suggests that pIPS and medial fusiform gyrus respond 

to C > E for both video and textual modalities, but also show a rela-
tively greater preference for video compared to sentence stimuli. The 
parameter estimates for pIPS and medial fusiform gyrus illustrate this 
pattern of results. b The second interaction tested the relative activa-
tion for Eat X Video [(EV > CV) >  (ES > CS)] and revealed wide-
spread responses in prefrontal, cingulate and occipital cortices as well 
as several midbrain regions (red). Many of these regions overlapped 
with the simple effect of EV > CV (yellow), but not with any other 
contrast. This result suggests that the second interaction is driven 
by the significant simple effect of EV > CV. This pattern of results 
is illustrated by the parameter estimates (SPM betas): the differ-
ence between eating and cleaning actions is greater for video stimuli 
(black bars) than for sentence stimuli (grey bars). Contrasts are dis-
played using the same whole-brain threshold: p < 0.005, K = 10
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The second interaction, which tested the relative activa-
tion for Eat X Video [(EV > CV) >  (ES > CS)], revealed 
widespread responses in prefrontal, cingulate and occipital 
cortices, as well as several midbrain regions (Table 3). In 
these brain areas, the difference in BOLD response between 
eating and cleaning actions is greater for video stimuli than 
for sentence stimuli (Fig. 3b). Many of these regions over-
lapped with the simple effect of EV > CV (Fig. 3b; yellow), 
but not with any other effects. This means that the second 
interaction (Eat X Video) is driven by the significant simple 

effect of EV > CV. This pattern of results is illustrated by 
the parameter estimates (SPM betas) shown in Fig. 3b.

Discussion

Our results reveal both supramodal and modality-sensitive 
responses to action information across the human brain. For 
both video and sentence stimuli, PMd, pIPS, medial fusi-
form gyrus and OT show a greater response for cleaning 

Table 1   Brain regions showing Clean > Eat for video and sentence stimuli separately

Only regions surviving a voxel-level threshold of p < 0.005 uncorrected and 10 voxels are reported. Subpeaks more than 8 mm from the main 
peak in each cluster are listed

Bold indicates regions that survive the family-wise error cluster-corrected threshold at p < 0.05

OT occipitotemporal cortex

Region Number of voxels T Montreal Neurological Institute coordinates

x y z

Clean_Video > Eat_Video

Right posterior fusiform gyrus  
extending into left fusiform gyrus  
and occipitotemporal cortex

6,959 9.67 24 −79 −8

−45 −67 7

−42 −76 1

Thalamus 34 6.01 18 −28 4

Left dorsal premotor cortex 239 4.66 −36 −7 36

−24 −7 64

−24 −13 73

Right dorsal premotor cortex 26 3.77 27 −13 52

24 −10 61

Right inferior occipitotemporal cortex 11 3.33 54 −46 −20

Clean_Sentence > Eat_Sentence

Left posterior intraparietal sulcus 130 5.37 −18 −64 58

−21 −61 37

−24 −61 22

Left dorsal premotor cortex  
extending into right dorsal  
premotor cortex

280 4.99 −12 −16 73

12 −16 67

−9 −4 73

Inferior medial occipital extending  
into right fusiform gyrus

673 4.70 3 −88 16

15 −79 13

−9 −88 13

Right inferior frontal gyrus/insula 26 4.07 27 23 −8

Left dorsomedial prefrontal cortex 13 4.02 −9 8 58

Left anterior fusiform gyrus 31 3.91 −24 −58 −2

−21 −67 −5

Left middle frontal gyrus 15 3.52 −48 35 28

−45 29 37

Right posterior intraparietal sulcus 17 3.42 18 −64 58

18 −64 49

Left inferior parietal lobule 20 3.40 −60 −49 37

Left lateral fusiform gyrus/OT 11 3.25 −45 −67 −17

Right inferior parietal lobule 10 3.19 33 −31 34

Right inferior frontal gyrus/insula 10 3.12 48 2 −2
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than eating actions. These regions show a category-specific 
but input modality-independent representation of other peo-
ple’s action. In contrast, several brain regions showed a bias 
towards video stimuli compared with sentences. Below we 
discuss the implications of these findings in relation to previ-
ous literature and suggest new directions for future research.

Supramodal representations of perceived action categories

The present findings demonstrate supramodal neu-
ral responses during the comprehension of actions per-
ceived through video and sentences. Previous neuro-
imaging research has shown an effector-specific action 

Table 2   Brain regions showing Eat > Clean for video and sentence stimuli separately

Only regions surviving a voxel-level threshold of p < 0.005 uncorrected and 10 voxels are reported. Subpeaks more than 8 mm from the main 
peak in each cluster are listed

Bold indicates regions that survive the family-wise error cluster-corrected threshold at p < 0.05

Region Number of voxels T Montreal Neurological Institute coordinates

x y z

Eat_Video > Clean_Video

Right posterior cingulate 140 5.23 21 −46 10

30 −52 10

24 −34 28

Left middle cingulate/caudate 139 5.16 −18 −25 31

−30 −7 25

−18 −34 22

Medial inferior occipital gyrus 127 4.96 6 −100 13

−6 −103 7

Right lateral occipitotemporal  
cortex

26 4.95 36 −94 −11

27 −97 −5

Hippocampus/caudate 46 4.67 12 −1 22

9 −16 25

0 −22 19

Right lateral orbitofrontal cortex 21 4.62 36 41 −14

27 35 −17

Medial prefrontal cortex extending  
into medial orbitofrontal cortex

194 4.52 −15 47 −2

−18 44 10

−6 32 −8

Thalamus 32 4.44 0 −22 1

−6 −7 4

Middle cingulate extending  
into hippocampus/caudate

30 4.20 −9 −1 19

−18 14 19

Left lateral prefrontal cortex 119 4.13 −24 23 37

−15 20 43

−24 35 40

Medial prefrontal cortex 21 4.12 −15 50 43

Right precentral cortex 19 4.05 30 −22 43

Left amygdala 25 3.97 −30 5 −23

Left ventral striatum 50 3.84 −24 11 −11

Right temporal pole 20 3.84 36 11 −17

Left orbitofrontal cortex 29 3.71 −24 32 −17

−18 38 −14

Left posterior cingulate 11 3.27 −24 −52 10

Medial prefrontal cortex 11 3.09 6 56 37

Eat_Sentence > Clean_Sentence

No suprathreshold clusters
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Table 3   Brain regions revealed by the interaction of action (eat vs. clean) and modality (video vs. sentence)

Region Number of voxels T Montreal Neurological Institute coordinates

x y z

Interaction 1—Clean X Video [(Clean_Video > Eat_Video) > (Clean_Sentence > Eat_Sentence)]

Right lateral occipitotemporal cortex 965 8.74 51 −64 4

42 −58 7

39 −76 10

Left lateral occipitotemporal cortex 892 8.14 −45 −79 1

−39 −64 7

−39 −88 10

Right posterior fusiform gyrus extending  
into left fusiform gyrus

717 6.68 18 −82 −17

15 −88 −11

−30 −64 −17

Left posterior intraparietal sulcus 361 5.54 −21 −58 67

−15 −58 61

−36 −46 61

Left anterior fusiform gyrus 22 4.20 −36 −40 −29

−39 −40 −20

Left posterior superior temporal sulcus 83 4.02 −57 −34 16

−51 −40 13

Right posterior superior temporal sulcus 49 3.64 66 −40 16

57 −37 10

Interaction 2—Eat X Video [(Eat_Video > Clean_Video) > (Eat_Sentence > Clean_Sentence)]

Left caudate 45 6.35 −21 −22 34

−33 −22 25

Inferior medial occipital cortex 269 5.60 −3 −100 10

6 −97 22

6 −91 31

Right occipitotemporal cortex 20 4.86 36 −94 −11

Right lateral orbitofrontal cortex 21 4.86 39 41 −14

Thalamus 45 4.66 3 −16 22

−9 −4 19

Left lateral prefrontal cortex 170 4.57 −18 50 10

−18 50 −5

−27 59 7

Left putamen/hippocampus 17 4.16 −30 −7 22

Medial prefrontal cortex 13 3.96 15 47 −2

Right prefrontal cortex 31 3.95 24 53 13

21 65 13

Right posterior cingulate cortex 44 3.92 15 −46 10

24 −49 13

Thalamus 17 3.92 −3 −7 7

Left anterior cingulate cortex 25 3.79 −27 20 34

−39 29 31

Left insula/putamen 43 3.67 −24 11 −8

−18 5 1

Right anterior insula 11 3.65 24 26 −8

Left lateral prefrontal  
cortex

39 3.40 −24 44 34

−18 50 40
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representation when perceiving actions through video, 
reading text or hearing sentences (Buccino et  al. 2001, 
2005; Aziz-Zadeh et  al. 2006; Hauk et  al. 2004). Across 
these studies, somatotopic mapping of hand, foot and 
mouth actions was found in premotor, primary motor and 
inferior parietal cortices independent of the mode of input. 
We extend these results by showing that when action cat-
egories are made more distinct, a distributed set of brain 
regions, which are not restricted to sensorimotor corti-
cal areas, show supramodal responses. More specifically, 
PMd, pIPS, medial fusiform gyrus and OT were sensitive 
to cleaning compared with eating actions for both video 
and sentence stimuli. Such supramodal responses are con-
sistent with a recent fMRI study that reported supramodal 
responses to action features that are not effector-specific 
(Spunt and Lieberman 2012). In their study, Spunt and 
Lieberman (2012) showed that for both video and text 
stimuli, considering ‘how’ actions were performed engaged 
a premotor–parietal brain circuit, whereas considering 
‘why’ actions were performed engaged medial prefrontal, 
posterior cingulate and temporoparietal cortical regions. 
Together, these studies suggest that despite distinctly dif-
ferent visual properties, video and sentence stimuli provide 
access to a common representation of action information. 
More broadly, this result is consistent with recent reports 
in non-action domains, such as the perception of emo-
tions (Peelen et  al. 2010), appetitive stimuli (Simmons 
et al. 2005; Goldberg et al. 2006a, b; Killgore et al. 2003), 
objects (Martin 2007) and sentence comprehension (Braze 
et  al. 2011). In sum, our findings support the notion that 
similar brain systems process specific categories of knowl-
edge independent of the modality through which they are 
perceived.

Our main focus in this study was to establish supramodal 
action representations. In our experimental design, we 
deliberately defined two distinct action categories that var-
ied across a number of characteristics. The cleaning and 
eating actions vary in terms of the direction of motion, 
the object of the action, the actor’s goal/intention, the 

gustatory reward and the body parts primarily used. We 
do not attempt to distinguish which of these factors drives 
our results, because further research is needed to separate 
the influence of each factor. Rather, we consider how our 
findings relate to previous studies of these different action 
characteristics.

One possible factor driving different BOLD responses 
to stimuli featuring cleaning and eating is the perceived 
or implied direction of motion. Eating stimuli involved 
actions directed toward the actor (away from the camera), 
while cleaning stimuli involved actions directed away from 
the actor (toward the camera). Widespread areas of visual 
cortex are sensitive to motion direction (Shipp and Zeki 
1995; Andersen 1997; Kamitani and Tong 2006; Brewer 
et al. 2005), and specifically optic flow towards an observer 
(Wunderlich et  al. 2002). Thus, the stronger responses in 
medial fusiform gyrus and OT to cleaning actions could be 
due to the direction of motion of the actor’s hand (and the 
object) moving towards the observer, and thus becoming 
larger in their visual field, during these stimuli. Similarly, 
a premotor–parietal circuit has been shown to respond to 
objects approaching one’s body in monkeys and humans 
(Graziano and Cooke 2006; Makin et  al. 2008). Findings 
in our study are consistent with this idea. PMd and pIPS 
responded more to the perception of cleaning actions, 
which moved objects toward the observer, than eating 
actions, which moved objects away from the observer.

A second possible factor is the type of object associ-
ated with eating or cleaning (i.e. food objects vs. non-food 
objects). Compared to food objects, non-food objects have 
more functional and manipulable associations, similar to 
tools, and it is known that processing of tools engages pre-
motor, parietal and temporal brain regions (Martin 2007; 
Beauchamp and Martin 2007). In contrast, food stimuli 
activate brain regions associated with gustatory reward, 
taste and pleasure, such as prefrontal and cingulate corti-
ces as well as the ventral striatum (Simmons et  al. 2005; 
Killgore et al. 2003; Goldberg et al. 2006a, b). For exam-
ple, pictures of edible objects have been shown to activate 

Only regions surviving a voxel-level threshold of p < 0.005 uncorrected and 10 voxels are reported. Subpeaks more than 8 mm from the main 
peak in each cluster are listed

Bold indicates regions that survive the family-wise error cluster-corrected threshold at p < 0.05

Region Number of voxels T Montreal Neurological Institute coordinates

x y z

Right lateral prefrontal cortex/inferior  
frontal gyrus

19 3.40 39 38 16

45 44 10

Medial superior frontal gyrus 12 3.34 −3 32 58

−9 38 55

Right insula 12 3.31 36 11 −14

Table 3   continued
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prefrontal and midbrain areas, whereas pictures of non-edi-
ble objects activate occipitotemporal areas (Killgore et al. 
2003). Our results are consistent with these findings: for 
video stimuli only, observing eating compared with clean-
ing actions activated medial prefrontal and cingulate cor-
tices, whereas for both video and sentence stimuli, obser-
vation of cleaning compared with eating actions activated 
PMd, pIPS, fusiform gyrus and OT. This could suggest 
that different actions are categorised in the brain accord-
ing to the properties of the object acted upon or, in the case 
of reading a sentence, the action that a referenced object 
affords (Binkofski et al. 2004; Carota et al. 2012). We note 
that explanations of our data in terms of the direction of 
motion and in terms of object properties are not mutually 
exclusive. It is likely that both factors play a role, and fur-
ther research would be needed to distinguish between them.

Modality‑sensitive representations of perceived action 
categories

In addition to supramodal responses, several brain regions 
showed greater (action) category-selectivity for video stim-
uli than for sentence stimuli as revealed in the interaction 
analyses. Specifically, for cleaning compared with eating 
actions, there was a Clean X Video interaction and a sim-
ple effect of CV > EV in pIPS, fusiform gyrus, pSTS and 
OT. For eating compared with cleaning actions, there was 
a Eat X Video interaction and a simple effect of EV > CV 
in prefrontal, cingulate and occipital cortices as well as 
several midbrain regions. This means that these brain 
regions are more (action) category-selective when infor-
mation is presented in video than when it is presented as 
a sentence. Two brain regions, pIPS and medial fusiform 
gyrus, showed greater responses for cleaning than eating 
actions in both sentence and video modalities, but also an 
interaction with stronger (action) category-selectivity for 
video stimuli. Together, this pattern of results suggests that 
brain responses that distinguish between categories of other 
people’s actions are not always independent of the input 
modality; distinctions are often stronger for video stimuli.

There are two possible reasons for these modality-sen-
sitive responses. First, these brain regions might be spe-
cifically tuned to a particular input modality, for example, 
receiving information from systems for action observation, 
but not for language. Second, these brain regions might 
receive both sources of information, but respond more to 
the video stimuli because these are more detailed and com-
pelling than sentence stimuli, and thus engage attention 
and cognitive resources to a greater extent. The possibility 
that video stimuli are more engaging than text stimuli is 
a problem for any fMRI study comparing video and word 
stimuli (Aziz-Zadeh et al. 2006), not just the current study, 
and cannot easily be avoided. Multivoxel pattern analysis 

fMRI methods (Haynes and Rees 2006; Peelen et al. 2010) 
might provide a way to define how well brain regions select 
for different stimulus categories independent of absolute 
BOLD level, but this approach was not suitable for the cur-
rent data set.

Broader implications

Our data have implications for current theories of how the 
brain responds to other people’s actions in social contexts. 
Research on action perception from video stimuli over the 
last decade has focused largely on the human MNS, com-
prising areas of cortex mainly within inferior frontal gyrus 
and inferior parietal lobule (Rizzolatti and Craighero 2004; 
Gallese et  al. 2004). These regions respond when partici-
pants observe other people’s actions in situations that are 
often devoid of social context, such as observing a hand 
grasping an object (Buccino et  al. 2001; Hamilton and 
Grafton 2006; Gazzola and Keysers 2009; Kilner et  al. 
2009; Caspers et  al. 2010; Grèzes and Decety 2001). In 
contrast, when actions in video format are embedded in 
more complex social contexts, a broader brain network is 
engaged. This network includes regions associated with 
mental state reasoning and also with body part processing 
(de Lange et al. 2008; Ramsey and Hamilton 2010; 2012; 
Brass et al. 2007; Grèzes et al. 2004a, b; Spunt et al. 2011; 
Marsh and Hamilton 2011). The current study supports the 
idea that the comprehension of action categories engages 
brain regions that extend beyond the human MNS (Keysers 
and Gazzola 2007; Uddin et al. 2007; Adolphs 2009).

Similar conclusions can be drawn for studies of action 
comprehension from linguistic sources. There is increas-
ing evidence that brain systems for language and action are 
linked (Aziz-Zadeh et  al. 2006; Aziz-Zadeh and Damasio 
2008; Pulvermuller 2005; Hauk et al. 2004; Rueschemeyer 
et  al. 2010; Noppeney et  al. 2005). In particular, reading 
about actions performed by specific body parts engages 
premotor and primary motor cortices in a similar way as 
observing or performing those actions (Aziz-Zadeh et  al. 
2006; Hauk et al. 2004). Thus, some authors have argued 
that the motor system supports semantic representations 
of words and sentences (Aziz-Zadeh and Damasio 2008; 
Gallese and Lakoff 2005; Boulenger et al. 2009; Glenberg 
et al. 2008). However, studies that examine the processing 
of action-text in broader contexts again find responses in 
a broader brain network. For example, when reading sto-
ries, brain activity in visual and motor cortices reflects that 
which would be expected if one was actually experiencing 
the situation rather than simply reading words (Speer et al. 
2009). Furthermore, reading engages brain regions associ-
ated with mental state reasoning when a reader must con-
sider why an action has been performed (Spunt et al. 2010) 
or must judge whether words could describe a person’s 
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psychological state (Mitchell et  al. 2002; 2005). Taken 
together, these findings suggest that the motor system alone 
is not sufficient, in all cases, to extract action information 
when reading sentences (Mahon and Caramazza 2008; 
Toni et al. 2008; Willems and Hagoort in press). Moreover, 
the findings are consistent with the claim that the motor 
system’s role in language understanding is flexible and 
depends on the level of detail described in an action sen-
tence (Willems and Hagoort in press).

Conclusion

Comprehension of other people’s actions through differ-
ent sources of input, such as observing their actions and 
reading textual descriptions, is an important part of social 
learning. Our results show that the perception of broad 
action categories, such as eating and cleaning, involve both 
supramodal and modality-sensitive neural representations. 
For both video and sentence stimuli, PMd, pIPS, medial 
fusiform gyrus and OT showed a stronger response for 
cleaning than eating actions. These supramodal responses 
demonstrate sensitivity to action–category information 
independent of the perceptual mode of input (i.e. video 
or sentence). In contrast, widespread modality-sensitive 
responses were shown across the cerebral cortex and dem-
onstrate greater sensitivity to video than sentence stimuli. 
The results point towards a distributed neural representa-
tion of action category information, which extends beyond 
the human MNS. A challenge for future research is to 
delineate more precisely which aspects of action informa-
tion are supramodal and which are modality-sensitive, as 
this will further inform theories of action comprehension 
and the neural basis of action perception.
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