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Exaggerated claims and low levels of reproducibility are commonplace in psychology and 
cognitive neuroscience, due to an incentive structure that demands “newsworthy” results. 
My overall argument here is that in addition to methodological reform, greater modesty is 
required across all levels - from individual researchers to the systems that govern science 
(e.g., editors, reviewers, grant panels, hiring committees) - to redirect expectations 
regarding what psychological and brain science can effectively deliver. Empirical work and 
the reform agenda should pivot away from making big claims on narrow evidence bases or 
single tools and focus on the limitations of our individual efforts, as well as how we can 
work together to build ways of thinking that enable integration and synthesis across 
multiple modalities and levels of description. I outline why modesty matters for science 
including the reform agenda, provide some practical steps that we can take to embrace 
modesty, rebut common misconceptions of what modesty means for science, and present 
some limitations of the approach. Ultimately, by presenting a more sober view of our 
capacities and achievements, whilst placing work within a wider context that respects the 
complexity of the human brain, we will bolster the fidelity of scientific inference and thus 
help in a small way to generate a firmer footing upon which to build a cumulative science. 

1. Introduction 

A common strategy in business and journalism is cap-
tured by the phrase “simplify, then exaggerate” (Davis, 
2017; Herrero, 2014). Most news stories, for example, entail 
a complex set of interacting pieces that have played out over 
a relatively lengthy period of history and continue to do so. 
The journalist’s skill is to reduce complex information into 
something simpler and more digestible, before exaggerat-
ing it into a “newsworthy” story that can sell papers and 
drive clicks online. For a related example, consider com-
mon practice in science journalism. Complex health sci-
ence is often boiled down to whether or not one may die 
from eating a sausage, thus bringing about the so-called 
“sausage wars” (Spiegelhalter, 2019b). Such stories guar-
antee eye-catching headlines by ignoring considerable un-
certainty and nuance in order to issue artificially clear-cut 
health advice (Spiegelhalter, 2019a). 

One may think that academia and professional science 
would not suffer from the same problems because it is un-
burdened by market forces and the pursuit of sales. A ro-
mantic view holds that science is built on different values, 

such as integrity and honesty, as well as different systems 
of operation that mandate a dispassionate, calculated and 
systematic pursuit of the “truth”. However, such a view of 
science is naïve. The incentive structure of modern science 
is such that a “simplify, then exaggerate” strategy has be-
come dominant, even if only tacitly. To get published in 
leading journals, to be awarded grants and to be hired as a 
postdoc or faculty member, a system-wide bias for novelty, 
exaggeration and storytelling has emerged (Huber et al., 
2019; Nosek et al., 2012). The prizing of novelty over qual-
ity represents one overarching driver in the construction 
of a research culture beset by the widespread use of ques-
tionable research practices and low levels of reproducibility 
(Chambers, 2017; Munafò et al., 2017; Nelson et al., 2018; 
Open Science Collaboration, 2015; Simmons et al., 2011). 
Indeed, although there have arguably been recent successes 
(Shiffrin et al., 2018), many aspects of modern psychology 
and brain science resemble a creative writing class as much 
as a systematic science of brain or mind.1 

Of course, simplification is essential to all science. For a 
deeper and more complete understanding of any subject, it 
is common to deconstruct it into pieces, understand each 
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Some readers may consider this an unfair characterisation of research in psychology and cognitive neuroscience. I do not for two reasons. 
With reproducibility levels so low (between 25% and 50% in leading psychology journals, for example: Open Science Collaboration, 2015) 
and the link between data and inference so poorly aligned in many cases (Yarkoni, 2020), I think this description is justified. Two qualifi-
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piece in turn including all interrelations between pieces, 
and then re-construct it into a complete whole (Gleick, 
2011). For example, Isaac Newton made use of simplifica-
tion when attempting to understand planetary motion by 
only focussing on the Earth and the Sun while ignoring 
other known planets of the time (Gleick, 2004). Similarly, 
in psychological and behavioural science, all computational 
and statistical models attempt to be useful simplifications 
of the reality they seek to understand (McElreath, 2020; 
Smaldino, 2017). Therefore, as I unpack below, I am sug-
gesting that we move towards simplification without ex-
aggeration. We should seek to develop a state of science 
where the fundamental limitations of the general approach 
are kept front and centre because they are central to the 
construction of any cumulative science. As such, I am en-
couraging greater humility, as much as modesty,2 whereby 
we strive to place the limitations of our individual efforts 
within a broader scientific context. 

Without the grounding influence that acknowledging 
fundamental limitations provides, a research field can get 
carried away on a wave of self-promotion and self-delusion 
that takes it down a path that is disconnected from the 
broader scientific endeavour. Although exaggeration is not 
a new feature of science (Babbage, 1830), the main mission 
for many psychological and brain scientists increasingly ap-
pears to be the demonstration of improbable or even im-
possible levels of insight and novelty based upon limited 
means. I do not blame individual researchers. The system 
has raised researchers on a diet rich with exaggeration, 
which has normalised a skewed set of expectations and re-
search practices. Indeed, a key tenet of any good science – 
that inferences should be proportional to the quality of ev-
idence – has become marginalised in a sea of hype. More-
over, the ubiquitous and pervasive nature of hype makes it 
hard for researchers to even begin to recognise the inher-
ent disconnection between inference and evidence, never 
mind take action to remedy it. In response, improvements 
to common research practices have been put forward that 
aim to place a renewed focus on quality over novelty and ex-
aggeration (Nosek et al., 2012). Like others recently (Hoek-
stra & Vazire, 2020), my overall argument is that in addition 
to methodological reform, a spoonful (or bucketful) of mod-
esty is required at all levels and for all involved to help re-
balance and redirect psychological and brain science. The 
unashamed and continual recognition of fundamental lim-
itations – in terms of limits to human mental capacity, as 
well as limits to modern scientific systems – will, I argue, 
reduce the temptation for overstatements and thus provide 
some protection against a weaker and less reliable form of 
science. 

The main body of the current article is organised into 
four parts. First, I outline why modesty (or lack thereof) 

matters for science. I provide examples of where immodesty 
in the form of grand claims on narrow data, which are de-
tached from a wider scientific context, has taken us, and 
why it presents a substantial and pervasive barrier to 
progress. I also outline why much of the reform agenda to 
the reproducibility crisis in psychology suffers from some 
of the same problems; namely, a plethora of narrow solu-
tions are put forward that make outsized claims regarding 
a solution to a complex problem. Second, I put forward a 
few proposals for change that are centred around down-
playing estimates of our own abilities and elevating the es-
timated difficulty of psychological and brain science. I in-
vite greater humility in light of the limited nature of our 
reasoning abilities (Hintzman, 1991; Kahneman, 2011) and 
greater respect for the difficulty of the task at hand. Third, 
I rebut common misconceptions that are often levelled at 
calls for increased modesty. Such misconceptions typically 
equate calls for modesty with a call for “boring” science, 
a lack of ambition, or as a defence for poor research prac-
tices. In the fourth part, I raise serious dangers of the ap-
proach, which are that it could be costly to career progress 
or futile in the face of prevailing incentives, whilst also out-
lining ways to combat and minimise any such negative con-
sequences. Overall, I aim to demonstrate the value of mod-
esty for progress in psychological and brain science, and 
thereby reinforce the point made previously by researchers 
and philosophers that intellectual humility and the ac-
knowledgment of limitations is a strong, rather than a 
weak, scientific stance to adopt (Firestein, 2012; Lilienfeld, 
2017; Lilienfeld et al., 2017; Roberts & Wood, 2003; Whit-
comb et al., 2015). 

2. Why does modesty matter for scientific 
progress? 

2.1 Scientific reform via silver bullets and magic 
wands 

The credibility of psychological science has been ques-
tioned recently, due to low levels of reproducibility and 
the routine use of inadequate research practices (Chambers, 
2017; Open Science Collaboration, 2015; Simmons et al., 
2011). In response, a “credibility revolution” has begun 
(Vazire, 2018), which entails wide-ranging reform to scien-
tific practice (e.g., Munafò et al., 2017). The use of ques-
tionable research practices emerged hand-in-hand with an 
almost exclusive focus on novelty in the formal literature, 
which rewarded impressive-sounding claims based on small 
amounts of evidence (Nosek et al., 2012). Put another way, 
relatively general claims are frequently made on narrow 
evidence, which creates a mismatch between data and in-
ference and reduces the validity of the claims being made 

cations are worth emphasising, however. First, I am not referring to all aspects of psychology and brain science research, just a substan-
tial portion. Second, I am not arguing that no progress has been made, just that there is room for major improvement. 

Although the terms modesty and humility are often used interchangeably, researchers disagree on whether they refer to the same phe-
nomenon or not (Bommarito, 2018). Some suggest that modesty refers to restraint in appearance or behaviour, whereas humility derives 
from a more grounded perspective, which emphasises one’s limitations (Burton, 2018). For the purposes of this paper, ideas surrounding 
notions of modesty and humility as defined above are equally relevant and therefore I use both terms. 
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(Yarkoni, 2020; but for a different view, see Lakens, 2020). 
As Yarkoni (2020) makes clear, sweeping statements about 
the presumed generalisability of effects are frequently 
made based upon a small number of studies that used a nar-
row set of conditions (in terms of participant demograph-
ics, stimuli and task manipulations), and which do not men-
tion boundary conditions or provide empirical evidence for 
the generalisability of the effects. Indeed, there appears to 
be a misreading of the likely reach and certainty that any 
one piece of psychological or brain science evidence could 
possibly provide. The result is a default to exaggeration and 
a weakening of the link between data and inferences, irre-
spective of the merits of the chosen methodology. But this 
state of affairs begs a question: If exaggeration seems wide-
spread and pervasive and may resemble a permanent fixture 
of modern psychological and brain science, does the reform 
agenda suffer from the same problem? 

To put my cards on the table, I am greatly encouraged by 
the reform agenda and fully support the general direction 
of travel (Ramsey, 2020), whilst acknowledging that there is 
much debate and nuance regarding the merits of the vari-
ous ways to move forward (Nosek et al., 2019; Rubin, 2017, 
2019; Szollosi et al., 2019). Many give due diligence to the 
multivariate nature of the problem and present a diverse set 
of solutions (e.g., Munafò et al., 2017; Nosek et al., 2012). 
Others outline how questionable research practices, such 
as Hypothesising After the Results are Known (HARKing), 
come in many forms that vary in how detrimental they are 
to science (Rubin, 2017). However, it is also common to give 
the impression that a single bit of reform, which typically 
has a narrow focus and reflects a solitary tool, resembles the 
saviour of psychological and brain science. Indeed, many 
appear to be under the illusion that they have struck gold by 
uncovering a silver bullet or magic wand. Therefore, there is 
a sense with which the potency of any single “cure” for sci-
ence’s ills has been exaggerated, much in the same way that 
empirical findings are frequently overstated. 

I contrast this position with a different view. In his out-
standing statistics textbook, Richard McElreath emphasises 
that statistical models are just one tool in a researcher’s 
toolkit and an imperfect tool at that (McElreath, 2020). One 
of the standout strengths of McElreath’s book is that he 
emphasises that statistical models, however advanced and 
complex, are fundamentally limited and need to always be 
framed and used within the wider scientific context. The 
broader scientific context may entail the importance of the-
ory, the availability of open data and materials, pre-reg-
istration, meta-analytical approaches, computational mod-
elling, experimental design, data science and visualisation 
and many more considerations besides. In stark contrast to 
recent calls for <insert favourite new reform approach here>, 
it is the collective that matters most, but often gets ignored. 
There is a much greater need to develop approaches that 
synthesise information across different levels of description 
(e.g., Morton, 2004), as well as provide a systematic struc-
ture for psychological research (e.g., Haig, 2014), rather 
than create hyperbole and unrealistic expectation over one 
specific tool or endlessly debate a subcomponent of one 
particular aspect of science, such as p-values (Benjamin et 
al., 2018; Lakens et al., 2018). Such activities detract from 
the bigger picture, while also sending the message, whether 

intended or not, that if only we use p-values appropriately 
or correct for bias in meta-analyses (for example), all our 
problems will disappear. 

By analogy to medicine, it appears that a single pill is 
provided, which resembles a magic cure. Such a view, how-
ever, does not fit with the multidimensional and multivari-
ate setting that is the “illness” from which our field suffers. 
The mismatch between problem and solution feels as dis-
connected as expecting a pill to “cure” Autism Spectrum 
Condition, which is a heterogenous developmental condi-
tion that is likely to result from a complex and multi-facto-
rial underlying causal structure that varies across individu-
als (Frith, 2003; Happé et al., 2006; Morton, 2004; Plomin, 
2018). Or, as an alternative example, it is reminiscent of 
the ever-growing list of purported quick fixes for effective 
weight management that ignore the complex biopsychoso-
cial mechanisms that control weight fluctuation (Lean et 
al., 2018; Raynor & Champagne, 2016). This is not to deny 
that one tool (e.g., counting calories) could help in some 
small way to control weight. It also does not deny that it 
might take a considerable amount of time and effort to 
make that tool work effectively and understand any associ-
ated mechanisms. However, it remains just one tool and one 
small contribution. One would hope that the presence and 
visibility of these examples would serve to underscore the 
inherent difficulty of the task facing psychology and brain 
science. Instead, however, it seems to galvanise the report-
ing of success stories. To place undue focus and hope on any 
one method is to mischaracterise the nature of the prob-
lem itself. The problem stems from the complexity of the 
target we wish to understand, which is the multi-levelled 
structure of the human nervous system coupled together 
with the multifaceted nature of human-environment inter-
actions. Therefore, the default assumption and focus should 
be that a complex problem requires a complex solution. 

What follows from this re-positioning of expectations is 
a pressure to take a step back and try to see how one piece of 
work may fit into the bigger picture that we may want to un-
derstand. Indeed, although much of the reform agenda has 
focussed on revision to statistical practices (e.g., Cumming, 
2012; Gigerenzer, 2018; Lakens et al., 2018), of particular 
relevance here are recent calls by theoreticians and compu-
tational modellers for major improvements to building and 
specifying theories in psychology (Borsboom et al., 2021; 
Fried, 2020; Gervais, 2021; Guest & Martin, 2021; Haig, 
2014; Muthukrishna & Henrich, 2019; Navarro, 2019, 2021; 
Oberauer & Lewandowsky, 2019; Robinaugh et al., 2021; 
Smaldino, 2017, 2020; van Rooij & Baggio, 2021). The logic 
is that to build a well-made house, you need to work from 
a clearly specified blueprint (Gray, 2017). In other words, a 
collection of bricks is no use without a system for putting 
them into a coherent structure. 

One example approach to theory development involves 
building computational models. Computational models re-
quire that relationships between parts of a system are ex-
plicitly specified, thus avoiding a sole reliance on narrative 
descriptions of theories, which are less precise and are 
harder to interpret, test and falsify (Hintzman, 1991; Re-
ichle, 2020; Smaldino, 2017, 2020). Likewise, firmer claims 
may be licensed if researchers follow a more systematic ap-
proach to the scientific method that spans the whole the-
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ory-data cycle, as it can help guide predictions and inter-
pretations (Bassett & Gazzaniga, 2011; Borsboom et al., 
2021; Guest & Martin, 2021; Haig, 2014; Robinaugh et al., 
2021). For example, several researchers have outlined step-
by-step methodologies for transitioning between verbal 
theories, formal models and the evaluation of data in sys-
tematic and principled ways that involve iterative cycles 
(Borsboom et al., 2021; Guest & Martin, 2021). These 
frameworks add value by providing researchers with the 
tools to structure the process of theory development and 
make more explicit links between theory and data. 

The benefits of adopting more formal and systematic sci-
entific processes apply broadly and include how we may 
think about newly proposed approaches to scientific reform. 
If one does not have an overarching sense of the scale and 
sheer number of parts and processes across different levels 
of a scientific endeavour (some known and some unknown 
at any point in time), it becomes too easy to exaggerate 
the value, likely success and overall contribution of any one 
new tool or approach. Instead, we should appreciate the 
‘many to many’ relationships that exist between scientific 
tools and outcomes, as well as their interactions. And thus, 
we should submit to the reality that the brain is not easy 
to understand, and acknowledge that it might not be built 
with the requisite structure to understand itself on every 
level that we wish to understand it on (Bassett & Gazzaniga, 
2011; Gazzaniga, 2010; McGinn, 1989). 

2.2 The quest for better data and the neglect of 
value judgments 

There is no question that taking steps to gather better 
data is an important pursuit, which forms the backbone 
of the credibility revolution (Munafò et al., 2017; Vazire, 
2018). What deserves greater recognition, in my view, is 
that there are limits to what data alone can provide. In this 
regard, we can learn from economic theory. Economists dis-
tinguish between two key factors when arriving at a deci-
sion: the quality of the data and an assessment of value (Os-
ter, 2013). The first step involves gathering the right kind 
of data. This step is typically not straightforward and there 
is rightly much discussion regarding the merits of differ-
ent approaches to data collection and analysis in any sci-
ence. The second step involves evaluating the data based on 
a wider set of factors such as one’s values, priorities and sit-
uational conditions. As such, the same data can be judged 
differently by different people and across different situa-
tions. For example, national health policy guidelines for 
England and Wales are produced by considering the quality 
of data regarding a particular treatment together with value 
judgments concerning cost effectiveness and wider societal 
benefit (Rawlins & Culyer, 2004). Economic theory, there-
fore, makes clear that cost-benefit trade-offs are an essen-
tial part of arriving at an evidence-based judgment. 

Considered in this light, value judgments, I would argue, 
hold important lessons for psychological and brain science, 
which have been underappreciated to date. To arrive at a 
judgment about the value of work in psychology or neuro-
science, it is not enough to focus only on the kind and qual-
ity of data. It is also important to consider a host of wider 
factors, such as aims and context. For example, one may 

consider whether the work attempts to understand basic 
systems or provide more immediate practical benefit, the 
extent to which the method is particularly novel, labour in-
tensive (e.g., longitudinal designs) or expensive (e.g., fMRI), 
whether the population is unusual, understudied, difficult 
to reach or of particular interest (e.g., patients, remote 
tribes), and many more reasons besides. Each of these con-
siderations could add extra value and be used to justify 
the research in addition to other concerns about rigour and 
methodological quality. In some cases, it may be judged 
that the added value is worth the additional effort or worth 
compromising on gold standard conventions, such as using 
a less powerful design. 

To illustrate the role that could be played by value judg-
ments I provide a few concrete examples. In the first two 
cases, value is not clear-cut and instead a judgement needs 
to be articulated and defended regarding a trade-off be-
tween methodological rigour and other dimensions of 
value. The first example considers the practical constraints 
of testing an unusual population, such as a patient group. 
In such cases, a relatively small number of patients may be 
worth studying because of what they may be able to suggest 
about the human brain or the patient’s condition, which 
other approaches cannot. But, due to the small sample size 
and necessary reduction in statistical power or precision, 
the inferences that are drawn need to be modest, sober and 
sensible, as well as respect elevated levels of uncertainty. In 
other words, the conclusions need to be appropriately cali-
brated. 

A second example concerns expensive and/or time-in-
tensive approaches. Cognitive neuroscience researchers 
who complete intensive training studies across days, weeks 
and months, for example, require vast hours of training per 
participant plus repeat and costly neuroscience techniques, 
such as fMRI (e.g., Apšvalka et al., 2018; Cross et al., 2006). 
In principle, of course, there is no reason to accept reduced 
certainty; one would just need to maintain a sufficient level 
of rigour no matter the type of study. However, in practice, 
and given finite resources, researchers may need to use a 
less than optimal design, which sacrifices levels of certainty 
in the conclusions made. Nonetheless, the researchers may 
feel that this work can still provide considerable value be-
cause it brings insight into neural plasticity in a way in 
which few other approaches can provide. 

In both of these examples, and without the luxury of 
considerably more resources being available, conclusions 
are likely to be suggestive rather than convincing and this 
should be clearly stated. And moreover, it is important to 
recognise that other researchers may not arrive at the same 
value judgment. Others may feel that the overall cost-ben-
efit for the advance to knowledge is not satisfying and as 
a consequence the work is not sufficiently worthwhile. But 
this is a discussion that is worth having in my view because 
it is not clear to me that notions of “right” and “wrong” are 
relevant when it comes to such value judgments. I would 
argue instead that value judgments should be explicitly 
stated, justified and then rigorously debated. 

A third example of a cost-benefit trade-off worth consid-
eration is the balance between basic research and research 
with more immediate practical benefit. In many cases, basic 
research may be worth the effort for the potential advance 
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to knowledge that it can provide. It is also worth remember-
ing that we cannot know in advance how knowledge gath-
ered in one area of science will ultimately be used by an-
other area of science or how it may one day have real-world 
impact. In other words, given that it seems misplaced to de-
cide in advance which forms of basic research would lead to 
practical impact in the long run, I am happy to encourage 
basic research for the sake of understanding and let time 
do the rest. However, not everyone has to agree with my 
value judgments and many have underscored the value of 
psychological research that provides more immediate prac-
tical benefits (e.g., Berkman & Wilson, 2021). What is abun-
dantly clear from this analysis, however, is that a clear jus-
tification of value along with a corresponding timeframe 
needs to be provided as part of the context for interpreting 
the value of proposed research, as well as research out-
comes. There is ample opportunity to provide a broadly-
scoped justification of value at stage-1 of the registered re-
port submission process (Chambers, 2013; Nosek & Lakens, 
2014), but it would be beneficial if it became routine prac-
tice across all aspects of science. 

The idea that a wide range of factors need to be con-
sidered when assessing the utility and value of research is 
not at all new (Field et al., 2004; Lakens et al., 2018; Ney-
man & Pearson, 1933), but it is often overlooked and rarely 
stated explicitly in empirical papers, which I believe ham-
pers progress. Indeed, at present, there appears to be a de-
fault to a more ritualistic approach that is based purely 
on statistical considerations (Gigerenzer, 2018), whereby 
the demonstration of high statistical power is enough to 
demonstrate high value. However, a productive and re-
source-efficient science cannot only involve confirmatory, 
pre-registered and high-power studies; it equally needs a 
range of exploratory and non-confirmatory research ap-
proaches (Scheel et al., 2020; Tong, 2019). Indeed, good sci-
ence is likely to involve a combination of different styles 
of research, some of which generate hypotheses and some 
which confirm hypotheses (Nosek et al., 2018). Psychology 
and cognitive neuroscience researchers may find it easier to 
avoid hype and overselling if the value of exploratory re-
search, which necessarily leads to weaker and more sug-
gestive inferences, was acknowledged and given the respect 
that it deserves more broadly. 

To be clear, an argument over the relative value of an 
approach across a range of possible dimensions is not the 
same as arguing that the data from all approaches are 
equally valid, effective, complete or robust. I am not, in any 
way, inviting a lowering of the bar that we set to evalu-
ate the quality of data needed for confirmatory research. I 
am suggesting that we should spend more time distinguish-
ing between data quality and value judgments. Specific and 
technical critique remains as valuable and as important as 
ever. In short, a flawed method is still a flawed method. 
A method that does not allow even a suggestive claim to 
be made due to some inadequacy of technical execution or 
theoretical position still needs to be pointed out and ad-
dressed, so that everyone can improve. 

I am, however, arguing that it would be a mistake if the 
pursuit of more rigorous standards had the knock-on conse-
quence of stifling more exploratory, creative, innovative or 
risky work, as researchers prioritise safe bets and the chance 

of a career in science (Lilienfeld, 2017). My view is that we 
should encourage plurality and variation to develop a broad 
base of evidence in science, whilst having some clear guide-
lines on quality. In other words, a strong scientific founda-
tion involves a combination of more exploratory and more 
confirmatory research (Nosek et al., 2012; Tong, 2019; Wa-
genmakers et al., 2012). In addition, for some questions, 
methods or approaches, there may well emerge a fairly uni-
versal understanding and acceptance of best practice (e.g., 
randomised control trials in medical research). At which 
point, these guidelines should be communicated broadly. 
I am not arguing against this suggestion in any way. In-
stead, however, I think there must always be aspects of 
what are the “right” questions and approaches to study, 
which cannot be universally agreed upon. We should expect 
this. We should also expect that different researchers will 
make different trade-offs between a variety of competing 
factors when conducting research. These trade-offs, how-
ever, should be explicitly and consistently justified. Making 
these justifications explicit would generate a much stronger 
science because it would encourage a balance between risk-
taking and rigour that ultimately leads to more appropri-
ately calibrated conclusions. 

2.3 Complexity demands intellectual humility 

Even after data quality and value have been considered 
together, there remains an even more general impetus for 
modesty. There is a real possibility that the human brain 
may be unsuited to understand itself in the ways that we 
wish to understand it (Bassett & Gazzaniga, 2011; Gaz-
zaniga, 2010; McGinn, 1989). If we consider the well-doc-
umented limits and biases in human reasoning (Hintzman, 
1991; Kahneman, 2011), plus the complex nature of brain 
function, as well as the multi-faceted machinery of mod-
ern-day science, human cognition simply cannot operate in 
a bias free manner across the required complexity of infor-
mation. Set within this context, arriving at “balanced” deci-
sions that consider more than a few factors becomes inher-
ently difficult. Humans make use of mental shortcuts and 
use heuristics, but the field of interest is broad and diverse, 
and issues are complicated. And these facts are just not 
happy bedfellows for ambitious individuals with demanding 
schedules, so it is not a trivial problem to solve in my view, 
which is why the role of biases warrants further recognition 
and consideration (Munafò et al., 2017). 

It is also worth remembering that at present, we are only 
scratching the surface of understanding the true complex-
ity of the brain’s functional properties (Cobb, 2020), as well 
as how such a complexity underpins mental illness (Fried & 
Robinaugh, 2020). Despite progress decoding mental states 
via complex machine-learning algorithms (e.g., Huth et al., 
2016), the laws that govern brain function may not be dis-
coverable in a human-readable manner anytime soon, if 
ever. Therefore, common claims that researchers wish to 
make in psychology and cognitive neuroscience might not 
be in tune with the methods currently available (Yarkoni, 
2020). 

Adopting approaches from older sciences, such as 
physics, appears eminently sensible on first glance. But the 
structure of older sciences may only offer partial guidance 

A Call for Greater Modesty in Psychology and Cognitive Neuroscience

Collabra: Psychology 5

D
ow

nloaded from
 http://online.ucpress.edu/collabra/article-pdf/7/1/24091/464786/collabra_2021_7_1_24091.pdf by M

acquarie U
niversity user on 25 M

ay 2021



on how to proceed because of the inherent ramping up of 
complexity that the human brain presents, which includes 
variability across individuals and settings, and means there 
is likely to be a looser reliance on law-like functions (San-
bonmatsu & Johnston, 2019). One consequence might be 
that decisive physics-like experiments may be impossible to 
emulate in psychology and we should revise expectations 
accordingly (Debrouwere, 2020). We may instead need a dif-
ferent vision, which incorporates a different and more mod-
est set of expectations, for how to structure this type of sci-
ence. 

In summary, I am suggesting that to evaluate scientific 
outputs in psychology and cognitive neuroscience, we need 
more than good quality data; we must also link data to 
a more general value system that reflects a cost-benefit 
analysis in relation to a wider set of factors. The more gen-
eral point I wish to make here is that whatever one’s views 
regarding the quality of data or the value of a particular 
approach, it should result in modesty and respectful un-
certainty in stating achievements rather than swagger and 
certainty. We should emphasise that good science reduces 
uncertainty, but it does not eradicate uncertainty (Spiegel-
halter, 2019a). Indeed, any science should expect a state 
of partial ignorance, rather than downplay it as unusual or 
unfortunate (Firestein, 2012). The appeal for modesty ap-
plies at all levels and to all actors: individuals, research 
groups, sub-disciplines and the whole field of psychological 
and brain science. As such, the current proposal resembles a 
call for “massive modesty” – modesty across every conceiv-
able level and approach. 

3. How do we embrace intellectual humility? 

Here I outline some general ways to embrace intellectual 
humility, which can operate across different aspects of the 
research process from writing papers or grants to devel-
oping skills, forming collaborations and designing research 
programmes. Relatedly, others have recently made similar 
suggestions, but in a narrower context that is specifically 
tied to writing and reviewing journal articles (Hoekstra & 
Vazire, 2020). As such, Hoekstra and Vazire’s (2020) pro-
posals are a welcome complement to the proposals below, 
by providing more detailed and concrete suggestions for 
one central part of the research process. Yet others have 
constructed checklists for spotting hype (Meichenbaum & 
Lilienfeld, 2018), as well as made proposals for how the 
principle of intellectual humility could anchor entire grad-
uate training programmes in clinical psychology (Lilienfeld 
et al., 2017). More specifically, Lilienfeld and colleagues 
(2017) argue that embedding intellectual humility through-
out graduate training programmes recognises that we are 
all susceptible to biases in reasoning and that science can 
offer some welcome inoculation against them. Such pro-
posals make clear that the implications of embracing intel-
lectual humility run the gamut of science and extend be-
yond the proposals I make here. Therefore, the ideas below 
should be considered as entry points to stimulate further 
discussion, rather than an exhaustive account of ways to 
embrace intellectual humility. 

3.1. Be explicit about aims, value judgments and 
the generality of claims. 

It is an old argument, which many trainee research stu-
dents will be familiar with, to clearly state aims and make 
careful and sensible inferences that link together aims, 
methods and results. Simply put, inferences should be di-
rectly proportional to the quality of the evidence. However, 
this basic tenet of the scientific process needs emphasising 
and re-stating, in my view, because it has important con-
sequences for setting expectations appropriately and for 
building a robust and cumulative science. In many cases, 
a toning down of claims to reflect the narrow nature of 
the evidence seems appropriate (Yarkoni, 2020). It would 
also help to guide interpretation, as well as replication and 
extension efforts, if it became commonplace to explicitly 
provide constraints on generality, rather than let others 
guess how far-reaching one may expect the results to be 
(Simons et al., 2017). As such, there should be a diversity 
of claims, rather than a monoculture whereby all discus-
sions are stated in equally strong terms, irrespective of the 
strength and type of data obtained. There should also be 
a diversity of limitations presented alongside such claims, 
rather than minimising limitations in the hope that review-
ers miss them. Again, all of this may sound familiar, but it 
is nonetheless a neglected and overshadowed aspect of our 
profession. Finally, we should place aims and results within 
a clear value system that provides a wider context and helps 
to keep claims grounded. For example, it would be useful 
to see a clear justification for how the work should be con-
sidered: to what extent is it more exploratory or confirma-
tory in nature? Is it probing understanding of basic systems 
or providing more practical benefit? And over what kind of 
timeline may such outcomes be realised? 

3.2. Upskilling and team science. 

One consequence of the credibility revolution is that we 
need to concurrently learn new skills and build a culture of 
team science. Given the apparently endless number of new 
skills that we could learn, it is impractical for everyone to 
focus on the same skills to the same degree. As such, the 
complement of upskilling is a team science approach, which 
places more emphasis on collaboration and building formal 
teams that have diverse skills. The team science approach 
reflects a position that shows that we are fundamentally 
limited and working together may be the only way to scale-
up successfully. Team science in this context, therefore, is 
not meant to represent a buzzword used for grant writ-
ing. It represents a fundamental shift in how psychological 
and brain science research gets done. Good examples would 
include the reproducibility project (Open Science Collab-
oration, 2015), the Many Labs projects (e.g., Klein et al., 
2014), the psychological science accelerator (Moshontz et 
al., 2018), as well as adversarial collaborations (Ellemers et 
al., 2020; Kahneman, 2003) and interdisciplinary collabora-
tions in mental health research (Fried & Robinaugh, 2020). 

With limited time and resources, choices need to be 
made in order to strike a balance between upskilling and 
building more diverse teams. To provide a concrete exam-
ple, consider new developments in statistical analysis and 
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modelling (e.g., Barr et al., 2013; Cumming, 2012; McEl-
reath, 2020). For me, it became essential to delve into a 
more complex statistical modelling space, which involves 
Bayesian and multi-level approaches (Kruschke & Liddell, 
2018; McElreath, 2020). I remain a novice in this domain, 
however. Others may make a different judgment. Others 
may prioritise theory development or computational mod-
elling over more complex statistical modelling and instead 
choose to setup formal collaborations with statisticians. Ei-
ther way, whether one upskills or develops a more diverse 
team, the result is that business as usual is not sufficient. 
The ritualistic and somewhat mindless use of t-test and 
ANOVA analyses that adopt a sole focus on p-values and ig-
nore multi-level structure must give way to more consid-
ered statistical approaches (Gigerenzer, 2018). This much 
has been known for decades but the tools are now freely 
available to do so, although they require much more in-
volvement and understanding from the user (Bates et al., 
2015; Bürkner, 2017; Kruschke, 2015; McElreath, 2020). As 
such, hard choices and decisions must be made that involve 
sustained and continued effort to learn new skills and/or 
develop new collaborations and more diverse teams that in-
clude statisticians, programmers, data scientists, computa-
tional modellers and many more working together. 

3.3. Respect the bigger picture. 

We should expend much more energy building systems 
that enable ways to synthesise information. Such synthesis 
can be across multiple levels of description, such as those 
put forward in developmental science (e.g., Morton, 2004), 
or multiple studies, such as large-scale aggregation of in-
formation across neuroimaging datasets (e.g., Neu-
rosynth.org, the ENIGMA Consortium: 
http://enigma.ini.usc.edu/, and many others). In addition, 
rather than take a bespoke or ad hoc approach to the scien-
tific process, which is left implicit and unjustified in most 
cases, we may want to embrace proposals for a more sys-
tematic approach to the theory and method cycle in psy-
chology (e.g., Borsboom et al., 2021; Guest & Martin, 2021; 
Haig, 2014). Engaging directly with such approaches will 
help to enforce modesty in our expectations of what indi-
vidual pieces of work can provide, as well as what any one 
tool/approach can possibly provide. 

The same logic can be applied to the reform agenda also. 
For example, it may be helpful to explicitly situate a single 
proposed piece of reform – say, a new statistical approach 
to hypothesis testing – within a broader context. To do 
so, one may supplement written arguments, which may be 
more easily glossed over, with figures, diagrams and formal 
models of the overall scientific process. The reasoning is the 
same as that supporting formal modelling approaches in 
psychology – it makes the account explicit and aids trans-
parency (e.g., Guest & Martin, 2021; Hintzman, 1991; Re-
ichle, 2020; Smaldino, 2017). So, instead of just writing a 
paper about p-values, you also build a model of the scien-
tific process and then situate p-values within it. Then it be-
comes visually and/or computationally clear that the model 
of science being followed involves 10, 20, 50+ interacting 
parts and p-values are but one part of the statistics sub-
component. It could even be a box and arrow diagram of sci-

ence, just to reinforce the position that many factors are in-
volved. Of course, computational models already exist for 
how modern science operates (e.g., Smaldino & McElreath, 
2016), and these may offer a useful contact point. In short, I 
think formal modelling approaches that explicitly recognise 
the wider context and inter-relations between other factors 
would help avoid situations where reform proposals are su-
perficially characterised in a narrow way by authors or by 
other scientists. 

Moreover, greater recognition of the systems that guide 
the scientific process in psychological and brain science 
may emphasise that the structure of an ‘old science’, such as 
physics, may not be a completely suitable platform for ‘new 
science’. That is, based on levels of complexity in human 
systems and behaviour, there is good reason to suggest that 
we may need to hold different expectations regarding the 
level of granularity, clarity and definitiveness of our work 
compared to work on physical systems (Debrouwere, 2020; 
Sanbonmatsu & Johnston, 2019). 

3.4. Re-boot expectations in ‘slow science’ mode. 

Authors, reviewers, editors, grant panels and hiring com-
mittees alike need to be far more sensitive to the fact that 
‘less is more’ in science and expectations need to change 
(Frith, 2020; Krakauer, 2019). We should put a premium on 
producing fewer, but higher-quality pieces of work and em-
brace the notion that it will be better for science to produce 
one solid brick than 10 loose ones. Likewise, the adage that 
academic hiring committees “can count but cannot read” 
needs to be banished and replaced with a system the favours 
a different type of science, such as the one adopted by 
Ghent University, which has embedded open science best 
practice as a central organising principle across the institu-
tion (https://tinyurl.com/yj78deh7). 

On a superficial level, the best possible outcome of tak-
ing such an approach is considerably less impressive than 
we recently thought was possible. An entire career will 
cover less ground and claim to understand less than we 
thought was reasonable only a few years ago (Vazire, 2018). 
And that is precisely how it should be because we have 
underestimated the challenge that psychological and brain 
science presents and overestimated our abilities. All things 
being equal, the result will be slower but firmer science, one 
that leads more directly to a steady accumulation of knowl-
edge and cumulative science (Frith, 2020; Krakauer, 2019). 

3.5. Recognise the value of nonconfirmatory 
research and calibrate conclusions accordingly 

As I outlined earlier in the paper, productive and re-
source-efficient science involves more than pre-registered, 
high-powered, confirmatory research. As long as conclu-
sions are appropriately labelled as suggestive, exploratory 
research is an essential and valuable step in building to-
wards confirmatory research (Tong, 2019). There are also a 
host of other valuable non-confirmatory steps that should 
receive more attention before hypotheses are tested, such 
as forming concepts, developing valid measures, establish-
ing causal relationships between concepts, setting bound-
ary conditions and specifying auxiliary assumptions (Scheel 
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et al., 2020). Moreover, the division between exploratory 
and confirmatory research is rarely clear-cut or all-or-none. 
Most studies typically fall on a continuum between the two 
poles and often involve both components to some degree. 
To muddy the water further, what constitutes exploratory 
and confirmatory research may not be universally agreed 
upon, and there are also those who propose abolishing the 
distinction in favour of alternative ways to build theory 
(Szollosi & Donkin, 2021). Nevertheless, based on existing 
incentives, it is likely that much of our research practice 
is already less confirmatory than we acknowledge explicitly 
(Tong, 2019). Therefore, one way to embrace modesty 
would be to engage in more nonconfirmatory research be-
cause of its inherent value, explicitly label it as such and 
downregulate conclusions accordingly. 

I would also add that much more psychological and brain 
science research could be purely theoretical rather than ex-
perimental, just like occurs in physics where entire sub-
fields are dedicated to theoretical physics alone. Therefore, 
we should expect, and even demand, that a diverse and 
interacting set of research approaches will be required to 
make firmer progress understanding cognition and brain 
function, rather than focus the majority of our efforts 
squeezing the life out of the conventional empirical paper. 
If we fail to diversify programmes of research, we may con-
tinue to expect too much from a single piece of research, 
no matter how well it is designed. As such, we may need 
to spend more time rebalancing expectations for what even 
the best empirical work can deliver on its own. 

4. Common misconceptions levelled at calls for 
greater modesty 

4.1. Misconception 1: Modesty involves replacing 
innovation with tedium. 

The first misconception equates modesty with the po-
sition that innovative work is no longer possible and only 
“boring” work can be completed. It is true that the last 
5-10 years has raised awareness that comprehensive and in-
novative work is tremendously difficult to do. We cannot 
continue to make far-reaching claims with such conviction 
based on the same type of evidence. We need to make more 
modest conclusions across the board, irrespective of the 
approach. And stronger conclusions require considerably 
more resources and effort. Acknowledging this situation 
does not necessitate that research has to only be “boring” 
and incremental; it simply means that conclusions should 
be appropriately re-calibrated to reflect a much tighter link 
between evidence and inference. 

4.2. Misconception 2: Modesty represents a lack 
of ambition. 

The second misconception considers that modesty nec-
essarily reflects a lack of ambition. In fact, one could argue 
the exact opposite. A modest outlook could be a more am-
bitious position to take because it will ultimately lead to a 
greater accumulation of knowledge and minimise the mis-
direction of scientific funds that overstated claims fre-
quently attract (Frith, 2020; Krakauer, 2019; Vazire, 2018). 
In short, whether modest or not, the work that one produces 

can be more or less ambitious depending on one’s combined 
assessment of data quality and value. 

4.3. Misconception 3: Modesty provides an excuse 
for lower standards of research. 

The third misconception is that modesty condones 
poorer or flawed research practices. As I outlined earlier, 
this is categorically and resolutely not the case. Construc-
tive, technical and detailed criticism remains as fair game as 
ever. Adopting a more modest approach is not a “prizes for 
all” proposal. It is just that the inferences that researchers 
want to make should be placed in the broader context out-
lined above whereby the difference between data quality 
and value judgments are made clear. Such justifications 
should then be interrogated and reviewed like any other. 

4.4. Misconception 4: Modesty prevents 
passionate competition between rival theories. 

A call for more modest and proportional inferences, does 
not prevent research groups from articulating combative 
counter positions to each other’s claims. For example, one 
may set up purposely adversarial collaborations (Ellemers 
et al., 2020; Kahneman, 2003), which pre-register relevant 
terms of engagement, such as what would constitute a 
“win” for one side over the other. Such an approach may 
allow more freedom to adopt more extreme positions that 
usual, under the clear remit that the exercise required an 
adversarial approach. With this said, the overall outcome 
of the collaboration would hopefully still be a judgment 
that required a proportional link between data and infer-
ence, which makes it consistent with my overall appeal for 
modesty. In other words, unless the adversarial collabora-
tion involves an unusually large increase in scale that spans 
many different methods, approaches, samples etc., infer-
ences should remain fairly modest. 

5. Genuine dangers with embracing modesty 

There are at least two genuine concerns that come with 
the proposed shift towards greater intellectual humility. 
First, modest claims that are presented in old currency 
terms and embedded within a system that demands exag-
geration, may not be well received by all. In fact, the ca-
cophony of “this does not represent a big enough advance” 
would be deafening from reviewers, editors, grant panels 
and hiring committees alike. Much like efforts to embrace 
methodological reform, this is not a trivial issue, which 
comes with clear costs as well as benefits (Allen & Mehler, 
2019; Bielczyk et al., 2020; McKiernan et al., 2016; Poldrack, 
2019). As such, it should be a concern for anyone striving 
to build a career in science, and especially early career re-
searchers who are taking their first steps on the academic 
ladder. 

One way to tackle this challenge, in my view, is to ex-
plicitly justify the approach taken. Avoid presenting modest 
claims in old terms and instead present them within a dif-
ferent, clearly articulated and newer context. Emphasise the 
value of limiting claims to a, b and c, rather than making the 
grander claims of d, e and f. By directly comparing a defla-
tionary approach with the available alternatives, it under-
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scores the value of the chosen approach. It also makes clear 
that to evaluate research output, the quality of data needs 
considering within the context of the aims and values that 
have been placed on running the project in the first place. 
This does not guarantee that anyone else has to think that 
your work is interesting, valuable or well-executed; it just 
means that a reader understands why you consider grander 
claims, at this point in time, an unjust overreach that is 
detrimental to scientific progress. 

Moreover, just like any new approach, such as a new ap-
proach to statistics, clear justification is essential and has to 
come front and centre (Cumming, 2012, 2014). For example, 
one cannot stop using a near-universal approach to infer-
ential statistics in behavioural science, such as the report-
ing of p-values, without clear justification of the benefits of 
doing so (Cumming, 2012, 2014). Likewise, one cannot start 
making narrower claims that purport to make more incre-
mental steps forward without justifying why it is important 
to do so: because it actually gets the research community 
closer to our aim, which is to build a cumulative science of 
mind and brain. 

The second concern relates to incentive structures in 
modern science. Given that incentive structures for pub-
lishing in top journals, as well as across hiring committees 
and grant review panels are dominated by a demand for 
novel, large-sounding and ultimately exaggerated claims, 
one might be “pissing in the wind” by trying to take a con-
siderably more deflationary position. In other words, it may 
be futile to even try a more modest approach, given the 
powerful and stubborn nature of system-wide incentive 
structures that are inconsistent with modesty. Incentives 
are, of course, very important and nearly always misaligned 
with the production of a cumulative science (Ritchie, 2020). 
However, as I argued earlier, my view would be that the 
scale of reform needed requires reform at every conceivable 
level. And individuals are certainly part of it and should 
therefore shoulder some of the responsibility, as has been 
argued previously (Ritchie, 2020; Yarkoni, 2018). This could 
take the form of more modest initial claims, as well as more 
routine engagement with public self-correction of previ-
ously published work (Rohrer et al., 2021). A hopeful note, 
which may provide some motivation for a modest approach, 
would be that real change can only occur when many small 
steps are taken at many different levels. I am aware, how-
ever, that this may simply be a hopelessly naïve perspective. 

6. Summary 

The replication crisis has taught us that we need to be-
come more modest in our assertions and to steer clear 
of confident proclamations based on isolated positive 
results. (Lilienfeld, 2017, p. 663) 

To be clear, I do not call for greater modesty from a posi-
tion of particular strength and certainly do not suggest that 
my prior research is flawless in this, or any other, regard. I 
am the product of the same system that I am criticising. I 
write this from a lived experience of academically growing 

up in an environment where the overwhelming norm is that 
big claims can be licensed on small, narrow and inadequate 
datasets/approaches. Moreover, such claims are heavily re-
warded by the scientific system at large, where novelty is 
favoured at almost all costs. In terms of the reform agenda, I 
am not favouring one approach over another as the relevant 
or most important type of reform; instead, without clear ev-
idence otherwise, pluralism in science should dominate. In-
deed, one major benefit of science is its broad and diverse 
base. 

I am, however, stating that all approaches are limited, 
and the field would make firmer progress if we did a better 
job of acknowledging the narrow nature of the evidence that 
claims are often based upon (Yarkoni, 2020). Indeed, we 
should avoid the Cult of the Isolated Study (Nelder, 1986; 
Tong, 2019), and instead stress that an initial or solitary 
piece of evidence is suggestive and what more comprehen-
sive evidence would look like. Of course, one detailed piece 
of work on any one level can be extremely valuable and 
worthwhile. It is not a requirement that every piece of work 
is multi-levelled and multi-method nor is it practically fea-
sible. Rather, I am arguing that it is more important to 
clearly and explicitly label limitations of each and every ap-
proach, whilst also developing means for synthesis across 
diverse levels of analysis. Such a focus would minimise the 
perverse incentive to inflate claims and diminish prior/al-
ternative work in order to artificially boost the richness of 
one’s own work. The result would be a firmer footing to 
build cumulative knowledge. 

Finally, it is worth remembering that it is not an idle 
threat that we may be wasting our time (Yarkoni, 2020): at 
the present moment, it remains fundamentally difficult for 
humans to understand the mind and brain, at the level at 
which we wish to understand it. Nonetheless, I suggest that 
we do not give up trying quite yet. Instead, we should pivot 
away from making exaggerated claims and move towards a 
focus on the limitations of our individual efforts, as well as 
how we can work together to build ways of thinking that 
enable integration and synthesis across multiple modalities 
and levels of description. Will a dose of modesty solve the 
inherent difficulty of building a cumulative science of psy-
chological and brain function? No. Will it help a little bit? I 
think so, but I am far from certain. 
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